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Chapter 10


Chapter 10 Data Quality and Integration

Chapter Overview 

This chapter reviews the importance of data quality and integration in today’s modern organizations. The chapter begins with an in-depth discussion of data quality: what it is, what the state of data quality is in most organizations, and how data quality can be improved. The data quality discussion forms the foundation for understanding how disparate sources of data are consolidated into an integrated view for decision making and business intelligence activities. The chapter also covers data integration in terms of data federation, data propagation, and data consolidation (via extract-transform-load (ETL) processes used in data warehousing). The chapter concludes with a brief summary of application software used in data reconciliation activities for data integration.


This chapter refers to foundational material covered in Chapter 9 Data Warehousing, as well as to data modeling (covered in Chapters 2 through 5) and SQL (covered in Chapters 6 and 7). Students will gain the most from this chapter’s topics if these other chapters are covered before beginning study of data quality and integration.

Chapter Objectives

Specific student learning objectives are included at the beginning of the chapter. From an instructor’s point of view, the objectives of this chapter are to:

1. Impart to the student a greater appreciation for the importance of data quality in organizational information systems.

2. Provide a framework for developing a data quality program in an organization.

3. Understand the critical importance of data quality and some of the key steps that can be taken to improve data quality.

4. Provide examples and explanations regarding the challenges involved in presenting a consolidated view of data in organizations and to explain why many organizations are “drowning in data but starving from information.”

5. Provide a foundation to understanding data integration in general, and the extract-transfer-load (ETL) process in particular as an example of specific data integration for data warehousing.

6. Discuss the problems of data reconciliation.

Key Terms

	Aggregation
	Data steward
	Refresh mode

	Changed data capture (CDC)
	Data transformation
	Selection

	Data federation
	Incremental extract
	Static extract

	Data governance
	Joining
	Update mode

	Data scrubbing
	Master data management (MDM)
	


Classroom Ideas

1. Inexperienced students are likely to underestimate the problems associated with establishing adequate data quality. A discussion of the various areas that must be considered, along with examples, should be conducted. Encourage students to provide examples of both poor and good data quality instances from current events or news reports. Examine through discussion how these instances of poor data quality might have been prevented with more attention to data quality in the organization(s) or what some of the contributing factors were to good data quality in this situation.

2. If possible, find video/movie clips to illustrate the issues of data quality or data integration in organizations. (For example, in Star Trek II: The Wrath of Khan, Captain James Kirk uses the bridge computers of the Enterprise to control the computers on the starship Reliant hijacked by Khan. This act is only possible through the integrated data and control systems of Federation starships). Use the visual medium as a means of introducing the issue and raising awareness of data quality concerns in organizations to your students.

3. Ask your students to find movies that provide examples of data quality or data integration and to share these movie titles with the rest of the class. Break the class into small teams to discuss how the poor examples might have been avoided, or what factors might have contributed to the success of the good examples. Encourage teams to produce a small skit showing the results of their discussion.

4. Discuss the steps in data reconciliation (Figure 1). Emphasize that this is generally considered to be the most complex challenge in data warehousing (covered previously in Chapter 9).

5. Discuss some of the typical data transformation functions (use Figures 2 and 3). Have your students suggest other practical examples.

6. Everyone has likely seen poor quality data. Ask students to bring examples to class (e.g., redundant credit card application mailings, possibly with inaccurate name spellings; downloaded sports statistics with obvious, spurious values; personal databases, spreadsheets, etc.). In class, with the permission of a student, you might do a simple data profiling (distribution, end points, descriptive statistics) of some attributes to help find poor quality data.

Answers to Review Questions

 1.
Define each of the following key terms:

a.
Static extract. A method of capturing a snapshot of the required source data at a point in time

b.
Incremental extract. A method of capturing only the changes that have occurred in the source data since the last capture

c.
Data steward. A person assigned the responsibility of ensuring that organizational applications properly support the organization’s enterprise goals

d.
Master data management. The disciplines, technologies, and methods to ensure currency, meaning, and quality of reference data within and across various subject areas

e.
Refresh mode. An approach to filling the data warehouse that employs bulk rewriting of the target data at periodic intervals.

2.
Match the following terms and definitions:

a 
data transformation

b 
data scrubbing

c
selection

d 
data steward

e 
changed data capture

3. 
Contrast the following terms:

a.
Static extract; incremental extract. A static extract provides a capture of the source data at a point in time, while an incremental extract provides the changes that have occurred in the source data since the last capture.

b.
Data scrubbing; data transformation. Data scrubbing uses pattern recognition and other artificial intelligence to upgrade the quality of raw data before they are transformed and moved to the data warehouse. Data transformation converts data from the format of the source operational systems to the format of the enterprise data warehouse.

c.
Consolidation; federation. Consolidation is a technique for bringing together many disparate data sources into a single, authoritative source for data that support decision making. Consolidation is typified by the extract-transform-load (ETL) process used by most data warehouse technologies. Federation is a technique for data integration that provides a virtual view of integrated data without actually creating one centralized database.

d.
ETL; master data management. ETL is the extract-transform-load process used by most data warehouse technologies to consolidate many data sources into a single, consolidated data warehouse. Master data management (MDM) refers to the disciplines, technologies, and methods to ensure the currency, meaning, and quality of reference data within and across various subject areas. MDM determines the best source for each piece of reference data, and then affords access to this “golden record” to the applications that need to use it. MDM uses a subset of integrated data while ETL usually provides much more integrated data in a data warehouse.

4.
Key Activities:  The key activities that are often the focus of enterprise data management initiatives are data governance, data quality, master data management, data integration, and data security.

5. 
Key components of a data governance program:

a. 
sponsorship from both senior management and business units;

b.
a data steward manager to support, train, and coordinate the data stewards

c.
data stewards for different business units, data subjects, source systems, or combinations of these elements.

d.
a governance committee, headed by one person, but composed of data steward managers, executives, and senior vice presidents, IT leadership, and other business leaders to set strategic goals, coordinate activities, and provide guidelines and standards for all data management activities

 
How data stewardship relates to data governance:

Data governance refers to high-level organizational groups and processes that oversee data stewardship across the organization. Data governance guides data quality initiatives, data architecture, data integration and master data management, data warehousing and business intelligence, and other data-related matters. Data stewardship refers to the role of individuals in the organization who are responsible for ensuring that organizational applications properly support the organization’s enterprise goals for data quality. Data stewards are held accountable for the quality of the data for which they are responsible. Thus, data stewardship is central to the success of data governance within an organization as data stewards are the actual “front-line” people who see that the data governance processes are undertaken on a daily basis.

Alternate Solution

Data governance is a comprehensive program in organizations that usually guides data quality initiatives, data architecture, data integration and master data management, data warehousing, business intelligence, and other data-related matters. Data governance oversees data stewardship in an organization. Data stewardship is a specialized task, whereas data governance exerts guidance over activities to develop a unified management of data across the enterprise, and is participated in by enterprise decision makers.

6. 
Importance of data quality:

According to Informatica (2005; see textbook references), data quality is important to:

a.
Minimize IT project risk.
b.
Make timely business decisions.
c.
Ensure regulatory compliance.
d.
Expand the customer base.
7. 
The effect of Sarbanes-Oxley Act on the need for organizations to improve data quality: 

In a nutshell, the Sarbanes-Oxley Act (SOX) requires organizations to be accountable to their stakeholders regarding their operations and financial decisions; at the present time, this applies mainly to publicly-traded organizations. As some experts have indicated, information technologies and systems provide a means for organizations to comply with the various regulatory sections of SOX. Data are the heart and lifeblood of most information systems. In particular, various sections of the SOX act yield requirements for organizations to measure and improve metadata quality; ensure data security; measure and improve data accessibility and ease of use; measure and improve data availability, timeliness, and relevance; measure and improve accuracy, completeness, and understandability of general ledger data; and identify and eliminate duplicates and data inconsistencies. The SOX act could provide motivation for many organization executives to treat data quality as an important strategic and operational goal.

8. Characteristics of quality data: 

Uniqueness. Each entity exists no more than once within the database and there is a key that can be used to uniquely access each entity. 

Accuracy. The degree to which any datum correctly represents the real-life object it models. 

Consistency. Values for data in one data set (database) are in agreement with the values for related data in another data set (database). 

Completeness. All data that must have a value do have an assigned value. 

Timeliness Meeting the expectation for the time between when data are expected and when they are readily available for use. 

Currency. The degree to which data is recent enough to be useful. 

Conformance. Whether the data is stored, exchanged, or presented in a format that is as specified by its metadata. 

Referential integrity. Data referring to other data are unique and satisfy requirements to exist (that is, satisfies any mandatory one or optional one cardinalities).

9. 
Four reasons for poor data quality in organizations: 

External data sources. Organizations continue to rely on many outside sources for data—Web forms, XML channels from business-to-business sources, and databases from external organizations (e.g., mailing lists, census data, etc.). Organizations have little to no control over the completeness, accuracy, timeliness, or compatibility of this data with their internal data. Thus, organizations experience issues with data quality in their internal systems when this external data is brought into the organization without some form of data quality audit or control.

Redundant data storage and inconsistent metadata. Often, organizations have data stored in many different formats across the organization: spreadsheets, desktop databases, legacy databases, data marts, data warehouses, and other data repositories. This varied data may be redundant, inconsistent, and incompatible. If the metadata are wrong (For example, a bad algorithm or formula in a spreadsheet), the data will be wrong as well.

Data Entry. Organizations have not always taken advantage of placing integrity controls, valid value controls, and other data quality controls within the database definitions. Thus, the control for data integrity has typically fallen to the user interface of various applications, which may or may not take advantage of automatically filling in stored data or using drop-down selection boxes.

Lack of organizational commitment. Organizations have failed to recognize the importance of data quality or doubt that there will be a positive return on investment if efforts to improve data quality are undertaken. Thus, organizations have not made the commitment or invested resources to address data quality in organizational systems.

10. 
Key steps to improve data quality:

a.
Get the business buy-in

b.
Conduct a data quality audit

c.
Establish a data stewardship program

d.
Improve data capture processes

e.
Apply modern data management principles and technology

f.
Apply TQM principles and practices

11. 
Data profiling and role in data quality?
A data profile is a statistical profile of the data values for each field in each table in the database. The statistical profile will allow people to view the patterns of data values (for example, distribution, outliers, frequencies) and to analyze them to see if the distribution makes sense. Data values can also be reviewed for obscure or extreme values. Data values can also be reviewed against known (and supposedly, operating) business rules as a check against data entry and processing routines. 

Data profiling is one step of a data quality audit and a data quality program in an organization. Specialized tools (such as Informatica’s Power Center) are available to permit periodic data profiling of an organization’s database and applications. Data profiling serves in the role of a check against organizational process controls over data entry and maintenance activities.

12. 
Data capture processes and data quality?
According to Inmon (2004; see textbook references), there are several actions that can be taken at the original data capture step:

a. 
Enter as much of the data as possible via automatic, not human, means (e.g., retrieval from card swipe, current records, etc.).

b. 
Data that must be entered manually should be selected from preset options (e.g., drop-down boxes, etc.).

c. 
Create consistent screen layouts, easy to follow navigation paths, clear data entry masks and formats, and minimally use obscure codes in the user interface.

d. 
Entered data should immediately be checked for quality against data in the existing database. If there are issues, immediate and understandable feedback should be given to the human operator.

13. Importance of MDM?
Master data management (MDM) refers to the disciplines, technologies, and methods used to ensure the currency, meaning, and quality of reference data within and across various subject areas within an organization. MDM allows an organization’s business units to have a “single source of truth” they can use to support business processes that is current and accurate.

14. 
Three approaches to MDM?
a. Identity registry: master data remain in source systems, and applications refer to the registry to determine where the most current data resides (similar to federation style of data integration).

b. Integration hub: data changes are broadcast through a central service to all subscribing databases (similar to propogation style of data integration)

c. Persistent: One consolidated record is maintained, and all applications draw upon that “golden record” for the common data (a pure consolidated data integration approach for master data)

15. 
Data federation vs. data propogation?
Data federation provides a virtual view of integrated data without actually bringing all of the data into one physical, centralized database. Data propagation duplicates data across databases, usually with near-real time update of changes throughout the organization.

16. 
MDM vs. other forms of data integration?
A distinguishing feature of master data management (MDM) is that it focuses on only the key reference data that are commonly referenced more frequently than other data in the organization. In essence, MDM operates on only a subset of the data in an organization.

17.
Six characteristics of reconciled data: 

Note to instructor: This use of the term reconciled data refers to the result of the extract-transform-load (ETL) process.

a. Detailed. The data are at a detailed level. This provides maximum flexibility for various user communities to structure the data to best suit their needs.

b. Historical. The data are periodic when they are intended to provide a historical perspective.

c. Normalized. The data are fully normalized. Data that are normalized provide greater flexibility of use than denormalized data. Denormalization is not necessary to improve performance because reconciled data are usually accessed periodically using batch processes.

d. Comprehensive. Reconciled data reflect an enterprise-wide perspective whose design conforms to the enterprise data model.

e. Timely. Except for real-time data warehousing, data need not be near-real time, however, data must be current enough so that decision making can react in time.

f. Quality controlled. Reconciled data must be of unquestioned quality and integrity because they are summarized into the data marts and used for decision making.

18. 
Data reconciliation process:


The overall steps in the data reconciliation process are as follows: 

Mapping and metadata management. The data needed in the data warehouse are identified and mapped back to the source data to be used to create the data warehouse.

Capture/extract. The data for the data warehouse are actually obtained from the data sources.

Cleanse/scrub. The data for the data warehouse are processed to identify errors or problems in the data. Data with errors are rejected from the ETL process and messages/flags are sent to the source systems for fixing of the errors. The cleansing/scrubbing process precedes any transformations of the source data into formats required by the data warehouse. 

Transform. The data for the warehouse are converted from the format of the source operational databases into the format of the enterprise data warehouse. Note: A data warehousing trend is for the transformation process to follow the loading process, thus making the overall process more of an extract-load-transform process rather than extract- transform-load process.

Load and index. Data for the data warehouse are now loaded into the warehouse and indexed.

19. 
Five errors and inconsistencies in operational data:

a. Misspelled names and addresses

b. Impossible or erroneous dates of birth

c. Fields used for purposes in which they were never intended

d. Mismatched addresses and area codes

e. Missing data

20. 
 “extract, transform, and load” vs. data reconciliation process:

Reconciled data are the result of the extract, transform, and load process. The process results in a single source for data that support decision making within the organization. The data layer of the warehouse that results from this process is ideally detailed, historical, normalized, comprehensive, and timely. In addition, all of the data are quality controlled through the extract, transform, and load process.

21. 
Common tasks during data cleansing:

a. Decoding data to make them understandable for data warehousing applications

b. Reformatting and changing data types and performing other functions to put data from each source into the standard data warehouse format ready for transformation

c. Adding time stamps to distinguish values for the same attributes over time

d. Converting between different units of measure

e. Generating primary keys for each row of a table

f. Matching or merging separate extractions into one table or file

g. Logging errors detected, fixing those errors, and reprocessing corrected data without creating duplicate entries

h. Finding missing data to complete the batch of data necessary for subsequent loading

22. 
Field-level and record-level data transformations for ETL process:

Field-level transformations are conversions of data from a source record format to a different format in a target record. Field-level transformations can be single-field or multifield. An example of a single-field transformation is the conversion of an English measurement (e.g., inches) to a metric representation (e.g., centimeters). An example of a multifield transformation is the conversion of a single product code into its two components of product and brand code.

Record-level functions include selection, joining, normalization, and aggregation. Selection, also known as subsetting, refers to getting a subset of the source data into the warehouse according to pre-set criteria, such as a date. Joining brings together data from various sources into a single table or view. Normalization refers to restructuring relations to remove problems with adding, deleting, or updating instances of data. Aggregation focuses on summarizing data at the detailed level into meaningful combinations for decision making (e.g., monthly sales total by store).

Answers to Problems and Exercises

Problems 1 through 5 are based on the Fitchwood Insurance case study, originally introduced in the textbook coverage of Data Warehousing (Chapter 9). 

1. <PROB NUM="13"><P><INST></INST>Fitchwood extraction process:
Based upon the description of the case study, the extraction would have to be done on a weekly basis. The extraction would be done after the backup of the system on Friday nights. Essentially, the flat files would be exported to comma-delimited ASCII files containing only the information needed for the ERD in Figure 9-26. These ASCII files then would be transferred via FTP to the Unix system. Once this is done, they could then be used to load an initial set of tables using SQL Loader. From this set of tables, the star schema could be populated. Regarding incremental versus static extract, it is difficult to determine without knowing the volume of data. However, based upon my experience with legacy systems and the inconsistencies in such a system, it might be best to perform a static extract each weekend because data that you would not expect to change might.</P></PROB>
2. <PROB NUM="14"><P><INST></INST>Data pollution/cleansing problems in the Fitchwood OLTP system data?

Most of the data pollution problems mentioned in the chapter could occur with this data set. The most likely concerns are missing and duplicate data as well as inconsistencies (For example, different PKs for the same policies or different hire dates for different agents that might be legitimate because they were “hired” on different dates to work in different product lines). It is also possible that different systems have different rules for creating computed values (for example, different insurance products might have different rules for using face value and commissions to calculate the amount paid agents). Territories might have different geographical boundaries across the source systems. Even more issues are possible.
</P></PROB>
3. <PROB NUM="15"><P><INST></INST>Recommended data scrubbing tool for Fitchwood?

Students will want to perform a search using a search engine such as Google to obtain information about tools. Web sites for organizations such as the Data Warehousing Institute and journals such as DM Review and Intelligent Enterprise also often have materials about vendors related to the topics addressed by these organizations.
</P></PROB>
4. <PROB NUM="16"><P><INST></INST>Data transformations for Fitchwood?
Record-level selection functions would have to be performed as part of the extraction process. Most of the aggregation would be done through queries to the star schema. If Fitchwood operates in several countries, language and currency conversions will be necessary; currency conversions are necessary to transform all currency values into one monetary unit. Some of the data pollution issues raised in Problem and Exercise 2 suggest some transformations that are needed, for example, to get all agents into a consistent view of territories. Some attributes, like LastRedistrict, may have to be computed from raw transactional data in the source systems.
</P></PROB>
5. Possible change to extraction process?  <PROB NUM="17"><P><INST></INST>
This new information would change the way that we extract and load data only if we use an incremental extract. In this case, we might want to perform a complete extract when the policy table changes yearly. If commission is treated as a dimensional value (not a fact-table value), then it will have to be managed as a slowly changing dimension (SCD) using one of the schemes outlined in the chapter on data warehousing.
6. Data Governance Program Application: 
<PROB NUM=”17”><P><INST></INST>Any sucAn
	People (“who”)
	Process (“how”)
	Technology (“what”)

	Upper Management (CEO, CFO, CIO)

Data steward manager

Business information advisory committee (data stewards)
	Data administration

Enterprise data management (data quality, master data management, data integration – consolidation, federation, propogation)


	Databases

Data warehouses

External data sources

Redundant data storage (e.g., spreadsheets, desktop databases, datamarts, data warehouses)


7. Categorize Table 2 activities.

	Step
	Motivation
	Activity category

	Get the business buy-in
	Show the value of data quality management to executives
	People

	Conduct a data quality audit
	Understand the extent and nature of data quality problems
	Process

	Establish a data stewardship program
	Achieve organizational commitment and involvement
	People and process

	Improve data capture processes
	Overcome the “garbage in, garbage out” phenomenon
	Technology

	Apply modern data management principles and technology
	Use proven methods and techniques to make more thorough data quality activities easier to execute
	People, process, and technology

	Apply TQM principles and practices
	Follow best practices to deal with all aspects of data quality management
	People, process, and technology


8. PVFC Data Profile Exercise
Note to Instructor: Specific student answers will vary depending on the database used as a basis of this exercise, however the basic elements of each answer will be similar to the sample solution below. The sample solution is based on the small Pine Valley Furniture Company database produced in MS Access. 
a. Develop a plan for performing a data quality audit on this database. Base your plan on the seven characteristics of quality data, on other concepts introduced in the chapter, and on a set of business rules you will need to create for this database. Justify your plan.

Plan for data quality audit on PVFC Database (small):
1. 
Review the characteristics of quality data and compare the implemented database against each characteristic. Document results of this review and be sure to highlight any management concerns or issues.

Uniqueness. Does each entity exist only once? Does each entity have a unique key? If an entity exists more than once, is there system or design documentation that explains why and how the data is synchronized between the multiple instances?

Accuracy. Are order sales values accurate according to accounting records? Does the assignment of salespeople to territories reflect current human-resource assignments? Are employee records current with human-resource and payroll records? Are vendor records accurate according to accounting records?

Consistency. Are the supervisory relationships between employees properly noted in the database and are the employee characteristics consistent between instances of the records? Does the Product Finish value in the Product table map consistently to the proper Product Line in the Product Line table?

Completeness. All data that must have a value does have an assigned value. Have the raw materials for each product been identified and accurately entered in the database? Are all employee supervisors noted in the Employee table? Are employee skills current in the database? Do the skills noted in the skills table completely reflect the HR needs of PVFC?

Timeliness. How quickly are orders posted to the database? What span of order dates are in the current database? How often are order records archived for historical storage (or used in the data mart or data warehouse)?

Currency. When were customer and vendor addresses last checked for currency? How frequently is the standard cost of Raw Materials reviewed? How do raw-materials standard costs compare to product standard prices and vendor-supply unit prices? 

Conformance. Does the data presented in the reports, queries, and screens, match the format specified by its metadata? Are currency values within acceptable ranges? Are quantity values within acceptable ranges? Are state codes representative of valid state values?

Referential integrity. Does the data in each associative entity table properly correspond to the tables on either side of it? Does a table with a foreign key properly refer back to an existing record in its reference table? For example, does each order line properly refer to existing products in the product table and orders in the order table? The following tables should also be reviewed for referential integrity: ProducedIn_T (WorkCenter_T, Product_T), WorksIn_T (WorkCenter_T, Employee_T), HasSkill_T (Employee_T, Skill_T), DoesBusinessIn_T (Customer_T, SalesTerritory_T), Supplies_T (Vendor_T, RawMaterial_T), Uses_T (Product_T, RawMaterial_T), Product_T (ProductLine_T), Salesperson_T (SalesTerritory_T).

2. 
Inspect the database tables for valid values for fields. If possible, utilize software to perform statistical profiling of the data values so that patterns may be analyzed for issues in the data (e.g., extreme values, missing values, outliers, etc.). Document results of inspection and software analysis. Highlight issues for management review.

3. 
Review business rules of PVFC and compare the data found in the database to the business rules (Refer to Chapters 2, 3, and 4 for documented business rules of this database. One example is that each employee has one supervisor, except for managers, who have no supervisor). Document results of review and highlight issues for management review.

4. 
Render an assessment of the state of data quality in this database. List and briefly explain the data quality concerns for management action in terms of highest risk to lowest risk.

Justification for data quality audit plan on PVFC Database (small): 

This data quality audit plan provides a comprehensive review of the quality of the data in the PVFC database (see above). Guidance is provided regarding the expectations of data quality in the database and a clear framework is provided for comparing the data contents against the data quality expectations. At each step of the plan, documentation of the results of the audit is produced for management review. Additionally, at the end of the audit, an assessment of the data quality is provided along with a management action list. 

b. Perform your data quality audit plan for one of the tables in the database (pick the table you think might be the most vulnerable to data quality issues). Develop an audit report on the quality of data in this table.

Table in PVFC Database (small): Product 

1. Characteristics of quality data:

	Characteristic
	Comments
	+ or -

	Uniqueness
	Product table exists only once in database; it has unique PK.
	+

	Accuracy
	Product standard price is accurate according to accounting department audit of purchase invoices. Description of Product ID 2 appears to be mis-spelled (coffe table rather than coffee table?)
	-

	Consistency
	Existing product finish values match the product finish expectations for the Product Line assigned to each product. Current records are consistent, but there are no entry controls to maintain consistency in future.
	+

	Completeness
	Current records are complete but there are no entry controls to require fields to be entered other than ProductID.
	-

	Timeliness
	Ok
	+

	Currency
	Ok
	+

	Conformance
	Ok
	+

	Referential Integrity
	Current products in the Product table are properly referenced in the ProductLine, ProducedIn, and OrderLine tables. As there are no records in the RawMaterials table, there are no records to match products to in the Uses table. Referential integrity controls appear to be functioning properly.
	+


A review of the Product table against the characteristics of quality data shows that the data is of fairly high quality at the moment. PVFC management should pay attention to instituting some data entry controls to ensure complete entry of information beyond the primary key field for each record in this table. Address values should be reviewed periodically for currency and accuracy, as these can often change over time and may lead to inconsistent data throughout the organization. Additionally, PVFC may wish to automate some form of spell-checking on product description values or schedule a regular review process for this field to ensure errors are caught early in the process.

2. Inspection of data values of Product table:

Data values for the product table appear to be within acceptable ranges of values, with the exception of the spelling error for the Product ID 2 item.

3. Review of business rules: 

The Product table appears to be operating in conformance with known PVFC business rules.

4. Assessment of data quality in Product table: 

The data quality of the current Product table is good to very good. There are some areas of concern regarding completeness and accuracy that need attention to ensure that future data in this table (and the database) will maintain such a good level of data quality. Following is a brief list of action items for PVFC management:

· Institute required entry of fields in the product table beyond the primary key field. The assignment of price should use a default value if a standard price is not known at the time of entering a new product item.

· Consider automating the description of products along agreed upon dimensions. For example, if you know you only produce desks, tables, and entertainment centers, you may wish to break up the product description field into smaller subsets, like, type=desk, kind=computer, that can be selected from a drop-down list (or other automated selection mechanism) so that errors in data entry may be eliminated or at least mitigated.

c. Execute your data profile plan for a set of three or four related tables. Develop an audit report on the quality of data in these tables.

Tables in PVFC Database (small): Product, ProductLine, Uses, RawMaterials

1. Characteristics of quality data:

	Characteristic
	Comments
	+ or -

	Uniqueness
	Each table exists only once in database; each table has unique PK.
	+

	Accuracy
	Data appear to be accurate, but low in volume.
	-

	Consistency
	Current records are consistent, but there are no entry controls to maintain consistency in future.
	-

	Completeness
	Current records are complete but there are no entry controls to require fields to be entered other than primary keys. RawMaterials and Uses tables are not filled with much data.
	-

	Timeliness
	Ok
	+

	Currency
	RawMaterials and Uses tables do not appear to be filled with current data.
	-

	Conformance
	Ok
	+

	Referential Integrity
	Referential integrity appears to be in force.
	+


The data quality of these four related tables appears to be below average. In particular, the missing data in the RawMaterials and the Uses tables is troubling and hard to interpret. PVFC management should pay attention to instituting some data entry controls to ensure complete entry of information beyond the primary key field for each record in all tables, in order to maintain consistency and completeness. 

2. Inspection of data values of related tables:

The current data values for these related tables appear to be within acceptable ranges of values, with the exception of issues raised earlier in the review of the Product table.

3. Review of business rules: The tables appear to be operating in conformance with known PVFC business rules.

4. Assessment of data quality in related tables: The data quality of these four tables is below average. There are some areas of concern regarding completeness, accuracy, consistency, and currency that need management attention. Following is a brief list of action items for PVFC management:

· Investigate why the RawMaterials and Uses tables are under-populated. Was data entered and deleted? Was data never entered originally? Are we not capturing this data in the application systems?

· Institute required entry of fields in all tables beyond the primary key field. The assignment of price should use a default value if a standard price is not known at the time of entering a new product item.

· Consider automating the description of products along agreed upon dimensions. For example, if you know you only produce desks, tables, and entertainment centers you may wish to break up the product description field into smaller subsets (like type=desk, kind=computer), that can be selected from a drop-down list (or other automated selection mechanism) so that errors in data entry may be eliminated or at least mitigated.

d. Based on the potential errors you discover in the data from the previous two exercises (assuming you find some potential errors), recommend some ways the capture of the erroneous data could be improved to prevent errors in future data entry for this type of data.

Please see final assessment and action item listing of each of the prior exercises for details on addressing future data entry errors.

e. Evaluate the ERD for the database. You may have to reverse engineer the ERD if one is not available with the database. Is this a high-quality data model? If not, how should it be changed to make it a high-quality data model?

Yes, the ERD for the database appears to be a high-quality data model. It might be improved with a bit more attention to the design of fields, for example, the product description example in prior exercises, and the use of single field surrogate primary keys for the associative entity tables, but it essentially follows all the guidelines for a high-quality data model according to Hay (2005).

f. Assuming you are working with a Pine Valley Furniture Company database in this exercise, consider both the large and small PVFC databases as two different source systems within PVFC. What type of approach would you recommend (consolidation, federation, propagation, master data management), and why, for data integration across these two databases? Presume that you do not know a specific list of queries or reports that need the integrated database and design your data integration approach to support any requirements against any data from these databases.</P></PROB>
A consolidation approach for the data integration of the large and small PVFC databases is recommended. Based on a current review of the structure of both databases, there are enough structural differences that the federation, propagation or master data management approaches would not work. The consolidation approach could foster organizational agreement on standard understandings of the data in the organization, and may result in a unified view of data for decision making. The consolidation approach may enable PVFC to make revisions in the small database version such that in the future a federation, propagation, or master data management approach may work.

9. Perform a search of companies and products that are available to help with data reconciliation and integration. Document your results by filling in the table below. We have provided an example:

	Product Name
	Company
	Data Integration 
Steps Supported

	Data Bridger
	Taurus Software
	Extract, transform, load, and index


Student answers will vary depending on depth of research and availability of sound materials discovered during the online search.

<PROB NUM="17"><P><INST></INST>PerfPerform 
Answers for Field Exercises

1 through 4: Student answers will vary based upon the outside resources consulted. If you assign the interview options (questions 3 and 4), you may wish to provide students with the guides to interviewing that were provided in earlier chapters in the Instructor’s Manual.

Case Questions

1.
Do you think that data quality at MVCH is a strategic issue? Why or why not?

Data quality is a strategic issue because poor data quality can result in poor patient care, which will directly impact the growth of the hospital. Poor data quality means increased costs as well.
2.
In light of HIPAA and other regulations, securing and protecting patient records is a primary requirement for MVCH. Examine the organization chart in Chapter 1 (MVCH Figure 1-1). Who would be the best choice for a data steward for patient data? Please explain your answer. What recommendations would you make for establishing a data governance committee for MVCH? Who should be on that committee?

Based on reviewing the MVCH organization chart in Figure 1-1 and the expectations of a data steward in this chapter, Mr. Clay should be placed in the role of data steward for patient data. A data steward needs to be a subject-matter expert, have a strong interest in managing information as a corporate resource, an in-depth understanding of the business of the organization, and good negotiation skills. As Mr. Clay is the current person charged with responsibility and accountability for Admissions and Patient Accounts, it seems like he would fit the requirements of this role.

Membership of the data governance committee should include members at the executive level of the organization. At minimum, the data governance committee at MVCH should include Dr. Browne (Chief of Staff), Mr. Lopez (CFO), Ms. Knight (Chief Nursing Officer), and Mr. Heller (CIO). If more executives can accommodate this additional responsibility, then membership should be extended to the entire executive team, including Ms. Price (Clinical Services) and Ms. Baddekar (Chief Administrative Officer).

3.
Refer to the MVCH case in Chapter 9 and your answers to case questions and exercises there. Could a data warehouse help improve data quality at MVCH? How? Under what circumstances would a data warehouse improve data quality? 

A data warehouse at MVCH would improve data quality substantially because much of the data used for reporting and decision-support systems would be centralized across the enterprise. This would cause all parts of the organization to work from the same data and metadata, achieving consistency. Before the data warehouse is loaded, all data would have to be cleansed and scrubbed (reconciled), which would help to insure quality data. A data warehouse would also force the organization to address metadata management, which is core to achieving quality data. 

4.
Refer to the MVCH case in Chapter 9 and your answers to case questions and exercises there. Which data quality challenges may arise if MVCH develops a data warehouse and/or data mart(s)? Do you think that there is a need for data scrubbing? If so, on all tables or just some?

There is definitely a need for data scrubbing of all tables. To do so may encounter some challenges. There are strict privacy regulations in the healthcare field, which can make it difficult to share data without patient permission. Sharing data across systems, from doctors to hospital to urgent care units, will be essential for scrubbing. There will also likely be considerable missing data. Filling in missing values will have to be done carefully (estimates may not be suitable) and proactively. Medical conditions of a patient can also change rapidly, so data quality controls need to be automated as much as possible.

5.
There are commercial off-the-shelf (COTS) packages for EMR, which would replace all of the data systems that would have to be integrated to form an EMR system in-house. (You might want to research a few as background to this question.) Develop a list of pros and cons for purchasing a COTS EMR system versus developing a program for data integration to provide EMR capabilities on top of the existing disparate data sources within MVCH.

This exercise is left to the students. This might also be an excellent in-class presentation for students to make. Small groups of students could investigate one COTS EMR each to gain some perspective on the pros/cons of purchasing versus developing an integrated system.

To some extent, there will be similarities in the generic pros/cons of purchase or development decisions (the IT “make or buy” decision). Some of the more common pros/cons are presented below:

Pros:

· Gain vendor expertise in installation and support

· Standardized field definitions integrated across the system

· Vendor must maintain certification with HIPAA, Medicare, other government or regulatory requirements

· Vendor support and training

· No lost time developing new software

Cons:

· Will need to convert internal systems to new system—may require re-working of business processes to fit the commercial system processing

· Conversion of current data to new system format

· New knowledge for internal IT staff

· Financial viability of vendor can be a concern; needs to be researched thoroughly

· May have limited customizability for system stakeholders (e.g., doctors, nurses, clinicians, etc.)

Case Exercises 

1. This exercise is left to the students. This might also be an excellent in-class presentation for students to make. Small groups of students could investigate one local hospital each to gain some perspective on the questions for this exercise.

2. This is an excellent question for an in-class debate between teams of students. Each team should be assigned one of the approaches and should develop a defense for that approach. Another portion of the class could serve in the role of business sponsor and determine, based upon the arguments presented, which solution would be the best decision.
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